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Abstract— Anxiety is a prevalent and detrimental mental
health condition that affects young adults, particularly those in
underrepresented minorities in sciences, technology, engineer-
ing, and mathematics (STEM) disciplines. The ability to predict
anxiety would help create individualized treatment. There is
a need for objective and non-invasive continuous monitoring
tools that allow for the prediction of anxiety. However, the
generalizability of physiological changes across various stressors
and participants must first be examined. The aim of this
work is to examine the relationship of different stressors on
heart rate variability in combination with machine learning
(ML) models to assess binary and multi-class classification
performance using electrocardiography (ECG) derived features
from a wearable device. Five healthy young adults (4 female)
from STEM disciplines performed baseline tasks (a guided
meditation, cold pressor test, and resting state with eyes open
or closed) and social, cognitive, and motor-cognitive challenges
while wearing a Hexoskin smartshirt and an E4 wristband. The
effect of stressor type on ECG-derived features was evaluated
using a one-way ANOVA, while the performance of binary and
multi-class ML classifiers of stressor type was evaluated. Nine
out of 19 ECG features were significantly altered by stressor
type. Binary classification accuracy of 77.1% and multiclass
classification accuracy of 45.7% was achieved using a support
vector machine (SVM) architecture. These results contribute
to our understanding of individual anxiety detection using ML
and have potential implications for using similar monitoring
tools to predict anxiety using wearable devices.
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I. INTRODUCTION

Anxiety, the most common mental health condition in the
United States [1], has been shown to have detrimental effects
on physical and cognitive performance particularly in women
and underrepresented minorities [2], [3], [4]. Thus, there
is a widespread need for approaches to effectively promote
psychophysiological well-being. Self-reported measures have
been used as a gold standard for evaluating anxiety, but
they are not feasible for continuous monitoring and are
unable to provide a measure of event-contingent changes.
Remote monitoring tools, such as wearable devices (e.g.,
smart watches, wristbands, shirts, and chest bands [5], [6])
can provide objective and non-invasive continuous recording
of physiological signals that facilitate prediction of anxiety.
Heart rate variability (HRV), extracted from cardiac mea-
surements, reflects the modulation of heart rate by autonomic
systems and has shown to be a strong stress/anxiety detection
measure [7]. The combination of continuous recording with
advanced data analytics (i.e., machine learning [ML] algo-

rithms) enables the generalizing of stress responses in groups
of subjects. However, it is also important to address the
inter-individual variability and subjectiveness of stress and
anxiety perception to improve personalized classification. We
aim to (1) explore the changes in state anxiety and various
HRV features in response to multiple acute stressors (i.e.,
cognitive, social, and physical), and (2) leverage strongly
correlated HRV features as predictive physiological signals,
aided by several ML models, to help further assess inter-
individual classification and distinguish between multiple
stressors with binary and multi-class labels. We hypothesize
that ML models will yield high prediction accuracy and
delineate HRV patterns across different stressors. Overall,
this work will help begin to bridge the gap in understanding
the personalization of anxiety detection using ML models.

II. METHODS
A. Farticipants

Five adults (21.2+1.5 years of age, 4 females) are included
in these preliminary findings. Inclusion criteria are a) 18-
30 years of age; b) enrollment in a STEM degree program;
c) willingness to wear a smartwatch, and smart shirt for 2
weeks; d) use a smartphone; e) ability to read English.

B. Protocol

Participants underwent baseline conditions in the follow-
ing order: 5-minute guided meditation, 1-minute cold-pressor
test, 1-minute eyes-closed resting (EC), 1-minute eyes-open
resting (EO). Following baseline conditions, participants
were exposed to the following in order: Trier Social Stress
Test (TSST; social challenge), seated Stroop task (SST;
cognitive challenge), and walking Stroop task (WST; motor-
cognitive challenge). More specifically, the TSST includes
a preparatory stage (1.5 minute) to prepare a short speech
for an imaginary job interview, a 3-minute speech to a
confederate representing the ’professor’ conducting the in-
terview. Following the speech task, participants were given
a S-minute arithmetic task, ending with a 1.5-minute wind-
down. Both the SST and WST consisted of four trials:
color matching, word matching (congruent), color matching
with words in different colors (incongruent), and switching
between colors and words upon presentation of a cue (task-
switching). The difference between the SST and WST was
that, in the WST condition, participants walked on a treadmill
at a self-selected safe pace allowing them to still respond to



the stimuli presented on the screen. Lastly, a reliable and
validated smart shirt was utilized to collect electrocardio-
gram (ECG) signal during the entire testing session (Carré
Technologies Inc., Montreal, Quebec, Canada) [8], [9], [10].
A smart wristband (E4, Empatica Inc., Boston, MA, United
States) was also used to provide a tag of the start and end of
each task condition to segment continuous recordings of the
Hexoskin ECG data. To evaluate participant-reported affect
and stress levels, we used digitized forms before and after
each experimental condition using self-reported state anxiety
items of the State-Trait Anxiety Inventory (STAI-Y6) [11].

C. Feature Extraction and Statistical Analysis

Raw ECG from Hexoskin recordings was visually checked
for any noisy segments and was processed using Kubios
Scientific Software (Kubios Oy, Finland) to extract relevant
HRV features [12]. Timestamps tagged by E4 for each
task condition were used to slice the continuous ECG data
and HRV analysis was applied to each segment. Nineteen
HRYV features and accompanying respiratory frequency were
extracted for each task condition in 5 participants (Table I).

Post-test STAI-Y6 were scored for all task conditions
except EC and EO for each individual. A one-way ANOVA
was conducted to test if there were significant changes in
stress levels between task conditions. A high STAI-Y6 score
indicates a higher level of perceived stress. Similarly, each of
the 19 HRV features and ECG-derived respiratory frequency
was plotted in box plots to visualize the variance across
participants and conditions, and a Shapiro-Wilk test was
applied for each feature set to ensure the assumption of
Gaussian distribution was met. A repeated measure one-way
ANOVA was then performed for every feature during the
seven task conditions. Post-hoc for pair-wise comparisons
with Tukey’s comparison test was conducted to identify the
groups of tasks differing from each other.
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Fig. 1: Changes in post-test STAI-Y6 scores for each task
condition. STAI-Y6 scores were not collected for EC and
EO conditions. GM: Guided Meditation; CPT: Cold Pressor
Test; TSST: Trier Social Stress Test; SST: Seated Stroop Test;
WST: Walking Stroop Test.

D. Classifier Models

We implemented binary and multi-class classification us-
ing multiple ML models to explore the potential of clas-

sifying task conditions using HRV features. For the binary
classification, the task conditions were grouped into either
‘non-stress’ or ’stress’ based on the nature of the task.
Specifically, GM, EC, and EO were considered 'non-stress’,
and the other four tasks, (CPT, TSST, SST, and WST)
were considered ’stress’. The ML models used were Support
Vector Machine (SVM) with a linear kernel, Random Forest
Trees (RF), Naive Bayes (NB), k-Nearest Neighbor (k-NN)
and were trained with 5-fold cross-validation (CV). These
task-wise classifiers focused on task-specific characteristics
based on HRV features irrespective of participants. The sam-
ple from the same participant could end up in both training
and testing sets, causing over-optimistic results. Therefore
a participant-wise SVM classifier was also implemented to
create a more generalizable model. Since each participant
completed multiple task conditions, we adopted a grouped
5-fold cross-validation (GKCV) method for all classifiers
such that the HRV features from all task conditions of the
same participant were grouped together. They would appear
only in the training or test set (not both) in order to avoid
data leakage. This enables the assessment of how well the
model performs if a new set of participant data was given. To
address the issues of imbalance between non-stress (3) and
stress (4) tasks, synthetic minority oversampling technique
(SMOTE) was also used to over-sample the non-stress class.

IIT. RESULTS

The mean and standard deviation of STAI-Y6 scores for
each task condition is illustrated in Figure 1. Although no
significant difference across task conditions was found, a
trend of increased stress levels compared to GM is observed.
Significant ANOVA results were observed in mean RR (p
= 0.0134), min HR (p = 0.0257), max HR (0.0008), mean
HR (p = 0.0145), approximate entropy (p = 0.0005), a1 (p
= 0.0363), a2 (p = 0.014), recurrence rate (p = 0.0085),
and respiratory frequency (0.0162). No other statistically
significant task differences were observed. Based on post-
hoc comparisons after applying Tukey correction, max HR
drops during the EC condition compared to GM and CPT (p
= 0422, p = 0.0194, respectively), while it increases in the
TSST and WST conditions contrasted to EC (p = 0.0107, p =
0.0315, respectively). EO also had lower max HR compared
to CPT (p = 0.0254). Furthermore, mean HR is lower during
SST compared to both TSST (p = 0.0369) and WST (p =
0.0337).

For non-linear features, a2 exhibits an increase in TSST,
SST, and WST compared to the EC condition (p = 0.0131,
p = 0.0369, p = 0.0222, respectively), while WST also had
higher o2 than EO condition (p = 0.0471). Compared to GM
and WST, EO has a lower recurrence rate (p = 0.0258, p =
0.0964, respectively). SST also has a lower recurrence rate
compared to WST (p = 0.0265). Interestingly, the baseline
conditions exhibit an overall reduction of ApEn in contrast
to each of the three stressors conditions. Specifically, GM,
CPT, EC, and EO are all lower in ApEn when compared
to TSST, SST, and WST (GM vs. TSST: p = 0.0236; GM
vs. SST: p = 0.0037; GM vs. WST: p = 0.0025; CPT



TABLE I: Features extracted from ECG data from wearable device [12].

Time-domain features Frequency-domain features Non-linear features
Feature | Unit Description Feature | Unit Description Feature | Unit Description
Mean ms Mean values of RR inter- | LF ms? Absolute powers of low- | SDI ms SD of Poincare plot per-
RR vals frequency band (0.04-0.12 pendicular to the line-of-
Hz); represent autonomic identity; represents long-
activity term variability
SDNN | ms Standard deviation | HF ms? Absolute powers of high- | SD2 ms SD of Poincare plot along
of Normal-to-Normal frequency band (0.12-0.4 the line of identity; repre-
intervals Hz); represents mostly sents long-term variability
parasympathetic activity
Min bpm minimum value of heart | LF no Normalized LF power SD2/SD| no ratio between SD2 and
HR rate (n.u.) unit unit SD1
Max bpm maximum value of heart | HF no Normalized HF power DFA no Detrended fluctuation
HR rate (n.u.) unit al unit analysis; represents short-
term fluctuation
Mean bpm mean value of heart rate LF/HF | no ratio of LF to HF power; | DFA no Detrended fluctuation
HR unit represents autonomic sys- | a2 unit analysis; represents long-
tem activity balance term fluctuation
RMSSD| ms root mean square of differ- ApEn no Approximate entropy; rep-
ences between successive unit resents the complexity and
RR interval regularity of HRV patterns
SampEn| no Sample entropy; similar to
unit ApEn that also measures
the complexity and regu-
larity of HRV patterns
REC no Recurrence plot; measures
unit recurrent patterns and dy-
namic changes

vs. TSST: p = 0.0167; CPT vs. SST: p = 0.0014; CPT
vs. WST: p = 0.0032; EC vs. TSST: p = 0.0374; EC vs.
SST: p = 0.0057; EC vs. WST: p = 0.0108; EO vs. TSST:
p = 0.0190; EO vs. SST: p = 0.0022; EO vs. WST: p
= 0.0041). Within baseline conditions, GM revealed high
ApEn values compared to CPT and EO conditions. Lastly,
the respiratory frequency is higher in TSST compared to
GM (p = 0.0485), in SST compared to CPT (p = 0.0296),
and in WST compared to EC (p = 0.0123) and EO (p =
0.0093). The binary and multi-class classification results are
shown in Table II to compare the performance of different
classifiers. Although SVM performed worse in the task-wise
binary classification, it had the highest performance metrics
for participant-wise binary (accuracy = 77.1%) and multi-
class classification (accuracy = 45.7%). kNN was the best
classifier for task-wise classification, while its performance
dropped for other types of classification, and RF and NB had
similar performance scores in three classification situations.

IV. DISCUSSION

This study examined changes in STAI and HRV feature
distributions across multiple stressors and the feasibility of
using combining ML models to assess binary and multi-class
classification performance using a wearable device.

It is noteworthy that no task effects in STAI scores were
found, and WST and GM were found to have similar mean
scores. This could be due to the difference in sensitivity
of STAI scores and HRV features in response to stressors.
HRV is a direct physiological measure of the autonomic
system, which may be more sensitive to slight changes in
stress responses, whereas STAI is subjective to perceived
stress level [13]. Second, the STAI-Y6 is given at the end
of the task condition, so the scores may not capture the

TABLE II: Average performance metrics for binary and
multiclass task-wise and participant-wise classifier using 5-
fold cross-validation and grouped 5-fold cross-validation.

Task-wise binary classification
Classifier Accuracy Precision Recall F1 Score
SVM 0.714 0.733 0.800 0.760
RF 0.743 0.814 0.700 0.755
k-NN 0.800 0.790 0.900 0.817
NB 0.743 0.728 0.850 0.740
Participant-wise binary classification
Classifier Accuracy Precision Recall F1 Score
SVM 0.771 0.724 0.742 0.692
RF 0.742 0.712 0.733 0.696
k-NN 0.743 0.644 0.717 0.657
NB 0.686 0.632 0.675 0.611
Task-wise multiclass classification
Classifier Accuracy Precision Recall F1 Score
SVM 0.229 0.205 0.188 0.188
RF 0.171 0.144 0.161 0.140
k-NN 0.057 0.042 0.067 0.047
NB 0.114 0.079 0.126 0.090
Participant-wise multiclass classification
Classifier Accuracy Precision Recall F1 Score
SVM 0.457 0.317 0.457 0.359
RF 0.371 0.200 0.371 0.245
k-NN 0.314 0.143 0.314 0.189
NB 0.343 0.187 0.343 0.228

transient responses during the task, and immediate changes
in HRV features are not necessarily reflected in STAI-Y6.
Lastly, it is worth mentioning given the small sample size in
our study, large inter-individual variance was expected and
can confound the trend reported by these preliminary results.
This variance could be further influenced by inconsistent cor-
relations between self-perceived stress levels, coping style,
and physiological responses across individuals [14], [15].



Moreover, this study presents preliminary results of using
HRYV features to classify non-stress vs. stress conditions with
different classification methods. The task-wise classification
focuses on distinguishing the task conditions by identifying
task-specific characteristics without considering individual
differences. The performance of the task-wise classification
is notable in that the linear SVM achieved an accuracy of
80%, suggesting that the model is capable of recognizing
patterns in HRV features that distinguish non-stress and
stress states. The participant-wise binary classification, on the
other hand, takes individual differences into account to differ-
entiate between non-stress and stress conditions, enabling a
more generalized model for new individuals’ data that has not
been seen before. As expected, it performed better than task-
wise multiclass classification to discern different stressors.

There are several limitations to this study. First, the
preliminary study includes only 5 participants that are not
representative of the general population, which can lead to
model overfitting. Second, the HRV features are extracted
from the entire duration of the task, which presents static
pictures, lacking temporal dynamics and transient changes.
Moreover, only a single modality, cardiac activity, was used.
Stress responses, however, are well-coordinated activities
mediated by the autonomic system that affect the whole
body. Using HRV alone may not comprehensively register
how humans react to different stressors. Lastly, the ground-
truth of classification is solely based on the assumed nature
of stressors (i.e., we explicitly assume GM, EC and EO
induce low-stress, and CPT, TSST, SST, and WST as high-
stress conditions). The assumption may not hold true for all
participants due to differences in perception and appraisal
of tasks, warranting future investigation on the correlation
between perceived stress and HRV measures.

V. CONCLUSIONS AND FUTURE WORK

The preliminary results provide insight into HRV patterns
in response to different stressors and the potential for using
participant-wise classifications to distinguish various types
of stressors. Future research with larger sample sizes could
help clarify and refine the model to enhance performance
across all individuals. Using a time-varying analysis that
incorporates sliding windows to capture temporal dynamics
would also likely better capture the alteration of HRV over
time [16].
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